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Abstracts 

Distributed denial of service attacks are becoming a serious threat that no business involved in providing services over the 

Internet can ignore. The rapidly growing frequency and magnitude in which these attacks are occurring is an alarming indicator. 

As cloud services are being adopted by many enterprises, the cloud infrastructure resilience to such attacks becomes a growing 

concern. In this paper, we discuss the types and possible impacts of DDoS attacks on cloud computing and the suggested 

mitigation techniques. These attacks were categorized into three categories; external, internal, and cloud-to-outside attacks. 
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1. Introduction 

With rapidly increasing applications on the Internet, people rely more and more on Internet-based services in 

their regular daily actions. Availability of these services have grown to be one of the biggest concerns for both 

clients and service providers. During the past few years, many attacks have targeted availability of Internet-based 

services. 

Denial of Service (DoS) attacks aim at making a certain network service unavailable to its legitimate users. In its 

basic form, this attacks keep the resources busy such that these resources become unavailable to the users this 

service was aimed to serve. [1] 

As network security research grew stronger, simple DoS attacks were less effective and easily detectable. Since 

the regular DoS attack comes from a single source, it becomes less effective once the source is detected by security 

appliances, or software, and blocked. A more sophisticated and harder to detect version evolved, namely 

Distributed Denial of Service (DDoS) attack. 

In DDoS attack, a DoS attack is launched from multiple sources, usually tens or hundreds, at the same time. 

Because it is coming from multiple source, DDoS attack is harder to detect and deter as compared to simple DoS 

attacks.  
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Reports show that only six DDoS attacks took place in the year 1988. The year 2000 witnessed DDoS attacks on 

large websites like CNN, Yahoo, and Amazon. At that time, reports shown that DDoS attack rates reached 1GBps. 

In 2007, DDoS attacks reached the rates of 70GBps. In 2013, a huge attack took place on Spamhaus spam detection 

service that reached the huge rate of 300 GBps [1]. In February 2014, the largest DDoS attack in history took place 

with the rate of 400 GBps which is the largest known DDoS attack known until now [2]. The largest DDoS attack 

in history mentioned earlier targeted a public cloud service provider called CloudFlare. Attacks of such magnitude 

affect not only their targets, but affect the overall Internet in the area. As mentioned in [2], regular Internet users 

experienced noticeable slowness in their Internet services. 

The dynamic nature of cloud computing can be beneficial to counter DDoS attacks in some scenarios. However, 

the different levels at which DDoS attacks can be performed on a cloud-based service can make defence more 

complex, as we will see in the next sections. 

2. Anatomy of a DDoS Attack 

The open nature of the Internet makes it hard to identify attackers involved in a DDoS. In general, DDoS can be 

performed in two methods. The first is done through sending a one or more carefully crafted packets to the target 

that can cause the target computer to halt or reboot, like the Ping-of-Death attack [3]. This method relies on 

vulnerabilities in the operating system or other parts of the system and exploits these vulnerabilities to render the 

system unusable. This method can be countered by updating and patching the system in regular manner. The 

second method, which is the most common one, tries to exhaust the resources of the target by flooding it with huge 

amounts of traffic. This huge amount of traffic consumes different resources until one, or more, of them is fully 

exhausted that renders the system unavailable. The targeted resources can be bandwidth, memory, processing 

power, or even battery power in systems with limited power supply like mobile devices. Figure 1 shows how DDoS 

attacks are carried out by an attacker. 

 

 

Fig 1 How DDoS Attacks are Performed 

As DDoS attack involves more than a single host acting as a source of the attack, in most cases, attackers use 

computers or servers of other users who are unaware that their devices are being employed in an attack. It would be 

difficult for a huge group of attackers to attack from their own computers only because the number of attacking 

devices would be limited and might be traceable. Thus, attackers penetrate other computers and/or servers and 

inject them with attacking bots, short of Internet Robots. In general, bots are small software applications that run 

automated operations on a remote computer over the Internet based on pre-configured sequence or on commands 
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received from the bot creator. The attacker implants these bots in the computers/servers that will later be used in 

the attack and makes sure that the operation of the said computers/servers is not disturbed. This way, the 

unknowing users of these computers/servers will not detect the penetration that happened and thus prevent the 

attack from being launched from their systems. 

3. Cloud Architecture and Service Models 

A cloud computing system can be divided into logical layers to simplify its architecture, as shown in Fig.2. At 

the bottom, the hardware layer exists. This layer contains the storage components, memory, and processors. Above 

the hardware layer, abstraction layer software exists. This abstraction layer software is aware of the identifying 

characteristics of cloud computing and it is the layer responsible for controlling the provision of services to clients. 

This layer is often called the hypervisor. Above this layer of abstraction lie three layers Infrastructure-as-a-Service 

(IaaS), Platform-as-a-Service (PaaS), and Software-as-a-Service (SaaS). Each one of these layers represent a 

service model of cloud computing. 

 

Fig 2 Cloud Computing Layers 

Before proceeding into the details of cloud service models, two more identifications need to be made; public and 

private clouds. A public cloud is the cloud service managed and provided to client, usually with a certain fee, by an 

organization to the general public. Examples of public clouds are Amazon E2C and Microsoft Azure. This type of 

clouds provides services to multiple clients. A private cloud is a cloud service owned, provided, and managed by 

an organization for the private use of the organization itself. This type of cloud provides services only to this 

particular organization. In certain occasions, a hybrid cloud can be partially public, and partially private 

3.1. Infrastructure-as-a-Service 

IaaS service model is the lowest level of service provided to the client. In this service model, the cloud 

computing client is provided with controlled access to the virtual infrastructure. Using this access, the client can 

install operating system and application software. From the client’s point of view, this model is similar to renting 

the hardware from a service provider and letting the service provider manage the hardware. In this sense, the client 

does not have control over the physical hardware. On the other hand, the client will have to manage the security 

aspects from the operating system and up to the applications. This model requires the client to have highly 

experienced network engineer(s). Handling everything from the operating system and up is a big responsibility that 

most clients decline to handle, especially because of the security burdens. Thus, this model is not of high 

preference in the cloud computing clients’ society [4]. 
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3.2. Platform-as-a-Service 

In PaaS, the operating system and all platform-related tools (like compilers) are already installed for the client. 

These pre-installed components are also managed by the cloud service provider. 

Clients have the freedom of installing additional tools based on their needs. However, the control over the 

infrastructure is retained by the service provider. The client controls applications development, configuration, and 

deployment. In some aspects, this service model is similar to the traditional web-hosting services in which clients 

rent a remote server with development platform pre-installed on it. The major difference between this model and 

traditional web-hosting is the rapid provisioning. Traditional web-hosting is managed manually and requires human 

intervention when the demand increases or decreases. On the other hand, provisioning in cloud computing is 

automatic and rapid. Thus, it does not require any human interventions [4].  

3.3. Software-as-a-Service 

SaaS model focuses on the application level and abstracts the user away from infrastructure and platform details. 

Usually, applications are provisioned via thin client interfaces such as web browsers or even mobile phone apps 

[4]. 

Microsoft’s Outlook.com is a clear example of this. An organization can adopt Outlook.com electronic mail 

service and never bother with hardware maintenance, service uptime, security, or even operating system 

management. The client is given the control over certain parameters in the software configuration, for example, 

creating and deleting mail boxes. These parameters can be controlled through the interface of the application. 

4. DDoS and the Cloud 

In addition to targeting service availability, DDoS attacks have another harmful side in cloud computing. 

Almost all cloud service providers charge their clients based on the resources they consume. When a client is under 

DDoS attack, the attack consumes huge resource such that the financial implications caused can be devastating to 

the client organization. 

When one client is using a public cloud service, the cloud infrastructure is shared with other clients. If a DDoS 

attack is carried out on one client, the attack can bring down the whole cloud and other clients will suffer from 

service disruption or complete unavailability. 

In most cases, being at the receiving end of a DDoS attack is analogous to being caught in traffic jam; there is 

nothing that you can do to get to your destination neither can you turn back. All you can do is waiting. The service 

outage becomes very frustrating to clients and they start re-considering the reasons why they moved their data to 

the cloud [5].  

DDoS attacks in cloud computing can occur on any one of the layers explained in the previous section starting 

from the lowest level of hardware. The attacker can try to flood the cloud with requests in such a rate that 

consumes all the bandwidth at the border of the cloud and make the service unavailable. In most cases, attackers 

perform more complex attacks at higher levels trying to exploit certain weaknesses in the system.  

In order to better understand the nature of attacks and their mitigation techniques, we will categories the attacks 

into three categories; internal attacks, external attacks, and cloud-to-outside attacks. Internal attacks are attacks 

launched from within the cloud to target another instance in the same cloud. External attacks are attacks launched 

from outside the cloud to target a virtual machine or more in the cloud. Cloud-to-outside attacks are attacks 

launched from within the cloud targeting host(s) outside the cloud. 
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4.1. Internal Attacks 

Many types of attacks in cloud computing, including DoS, can cause more harm if conducted from within the 

cloud. The key into this type of attacks is co-residency detection. Co-residency detection through virtualization side 

channel was first introduced in [6]. After co-residency detection, the attacker can use a co-existing cloud instance 

to attack neighbor virtual machines hosted in the same physical machine. Another method of detecting co-

residency was introduced in [7]. This method, named co-resident watermarking, relies on active traffic analysis and 

injects a watermark signature into the network flow of the target virtual machine. In [8], Game Theory defense 

mechanisms were employed to detect DoS attacks launched from co-resident instances. This new method has 

proved success in detecting DoS attacks. The proposed system relies on modeling the attack as a two-player game 

and recommends strategies of defending against similar attacks. 

4.2. External Attacks 

Due to the billing model of cloud computing, new type of attacks, basically derived from DDoS attack has 

evolved; Fraudulent Resource Consumption (FRC) attacks. FRC attacks aim at launching an attacks similar to 

DDoS but in low intensity. This attack does not aim at making the service unavailable. It aims at overusing the 

service in such a way that the resulting financial implications on the cloud service client become very high. A 

method of detecting such attacks was described in [9]. In this study, three different attack scenarios were 

experimented. The experiments has shown that an attacker without knowledge of the web log has a difficult time 

mimicking the self-similar and consistent request semantics of normal web activity. 

The impact of DoS and DDoS attacks on virtual machines can be severe if no quick action is taken to detect and 

deter these attacks. In [10], an initial study of virtual machines performance when they go under a DoS attack was 

introduced. This study has shown that even with relatively light DoS attacks, memory access and file system 

performance degrades severely as compared to non-virtualized systems under the same attack. The study also 

introduced a modified package of Linux KVM VirtIO drivers that is aimed to reduce the performance impact of 

DoS attacks by up to 40%. 

Experiments were done on a quantitative solution to detect DoS and DDoS in [11]. These experiments were 

conducted in a private cloud architecture using Eucalyptus open-source cloud. This detection system proposed in 

this paper was a VM-based intrusion detection system. The suggested method has proven 65% detection rate with 

2.6% false-positive. This success rate was for attacks conducted were ICMP-flooding, UDP-flooding, and TCP 

SYN-flood attacks. 

Another paper suggesting a model to prevent flooding attacks in the cloud was presented in [12]. The proposed 

model, named Flooding Attack Prevention Architecture (FAPA), focused on allowing dynamic response that is 

capable of adapting any type of flooding attack. 

In [13], a framework was proposed to detect and prevent DoS attacks and other malicious activities at the 

network layer. The framework suggested in this paper integrates a Network Intrusion Detection System (NIDS) 

within the cloud infrastructure. The framework also employs Snort intrusion detection system and decision tree 

classifier. Attacks are detected by monitoring network traffic while maintaining acceptable performance. The 

suggested framework was tested with the freely available NSL-KDD and KDD experimental intrusion datasets and 

the results showed 96% accuracy for KDD and 84% for NSL-KDD datasets. 

An important concept was introduced in [14]. This paper suggested the creation of virtual machine that ran Snort 

intrusion detection system between the VMware hypervisor and all guest virtual machines connected to a virtual 

switch. This IDS system was capable of detecting DDoS attacks and then blocking the attackers by Snort. 

Afterwards, the VM was automatically moved to a new location in the cloud. Despite the fact that the paper proved 

the concept of running IDS inside the cloud, it was later discovered by that this arrangement is vulnerable to zero-

day attacks. More information on zero-day attacks can be found in [15]. 
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In [16], a new model for the detection of flooding based DoS attack on cloud environment was presented. The 

suggested model, which relies on covariance matrix, has three phases of execution. In the first phase, a baseline 

profile is created for normal traffic pattern. Intrusion detection occurs in the second phase and intrusion preventions 

takes place in the third phase. Although the paper did not include a clear comparison with other similar systems, it 

has shown good detection ability, especially in IaaS model. 

A mOSAIC-based framework for providing a distributed intrusion detection system in the cloud was proposed 

in [17]. The suggested architectural framework collects information from different architectural levels in the cloud 

system. This information is collected using dynamically-deployed security components as a distributed 

architecture. Due to the distribution of the components, the suggested system allows monitoring different 

symptoms of DoS attacks on different architectural levels. The system presented in this paper is very promising as 

the prototype used in testing showed signs of success. 

Research was done in [18] to employ a pattern-based approach to study defense mechanisms against DoS 

attacks in a model-based setting. In this paper, two formal patterns were introduced which can serve as defense 

against DoS attacks; adaptive selective verification pattern defending against DoS, and server replicator pattern in a 

cloud setting. In this paper, a formal pattern-based approach to the design and mathematical analysis of security 

mechanisms of cloud services was discussed. The proposed system showed signs of improvement in DoS attack 

detection. 

In general, data center networks are typically under-provisioned. Although this does not seem to be a problem in 

a corporate data center, it might cause trouble in a shared infrastructure like cloud computing. A new DoS attack 

the aims at exploiting the network under-provisioning in a cloud infrastructure was introduced in [19]. The paper 

has proved that such an attack is practically implementable on cloud infrastructure. The paper also introduced a 

mechanism to detect and avoid this new form of attack. 

A proposal was made in [20] to enhance cloud computing security, including resistance to DoS and DDoS 

attacks, through the architectural support of multiple hypervisors over a single platform. One of the results of 

having such architecture, named MultiHyp, was that the vulnerabilities of one hypervisor or its guest virtual 

machine would not spread outside its own domain. This gives the platform better resilience to malicious attacks 

and failures in the cloud. The suggested system employs a new cache eviction policy and memory management 

scheme to prevent resource monopolization on shared cache and physical memory. 

As explained in [21], network intrusion detection systems can have high false-positives and they can impact 

performance. In this paper, multiple IDSs are deployed in each layer of the cloud infrastructure to protect virtual 

machines against threats, and mostly DoS and DDoS. The system proposed in this paper was tested through 

simulation and the results indicated higher detection rate and lower false-positive rate when compared to other 

systems. 

In [22], a comber approach for security services, named the filtering tree, was introduced. The proposed system 

focuses on detecting DDoS attacks that operate at the application level. Specifically, XML, and HTTP DDoS 

attacks to services like Amazon E2C and Windows Azure were examined in this paper. The filtering tree proposed 

in this paper was composed of five filters to detect and resolve XML and HTTP DDoS attacks.  

A proposal was made in [23] to adopt a hierarchical storage technique for maintain hop-count to prevent DDoS 

attacks in the cloud environment. DDoS attacks are usually accompanied by IP spoofing to hide the flooding 

source. This paper uses hop-count to assist in detecting flooding attacks. Although the proposed system is not 

experimentally easy to implement, it shows improvement in terms of identifying packets that come from a single 

source of a flooding attack despite the fact that the source IP address is spoofed. 

The drawbacks of the current schemes used for handling DDoS were identified in [24]. The paper also proposes 

also a new direction in which the same level of security capabilities can be obtained in the network with minimal 

expense of resources. The paper shows experiments’ results for a prototype implementation of the proposed 

concept with detailed description of the experimental setup. 
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4.3. Cloud-to-Outside 

Due to the dynamic nature of the cloud system, it can be very tempting for attackers to use cloud services to 

attack their targets. In [25], a cloud-oriented intrusion detection system was introduced. A thorough discussion on 

how to prevent using the cloud as an attacking platform to attack other DDoS targets was presented in this paper. 

More information about DoS and DDoS attacks in the cloud can be found in [26,27,28,29,30] 

5. Conlcusion 

DoS and DDoS attacks pose a threat to availability of vast types of networking services. DDoS attacks always 

take great media attention with their growing magnitude and public exposure. The dynamic nature of cloud 

computing makes it susceptible to DDoS even more. The harm caused by DDoS on cloud computing is higher as 

compared to “classic” computing models. 

In this paper, we discussed the basics of DDoS and cloud computing. The paper included discussion of recent 

research in the field of cloud DDoS detection and prevention. 
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